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1. INTRODUCTION

In This paper, we describe the systems submitted by team
XD-RTB to the Far-Field Speaker Verification Challenge. In
this challenge, we focus on constructing deep Neural Net-
work architectures based on ResNet. The challenge aims to
benchmark the state-of-the-art speaker verification technolo-
gy under far-field and noisy conditions. The challenge has
three tasks, far-field text-dependent speaker verification from
single microphone array, far-field text-independent speaker
verification from single microphone array and far-field text-
dependent speaker verification from distributed microphone
array. Our team mainly participate in task1 and task3. Our fi-
nal system which consist of Neural Network embeddings are
applied with PLDA backend. Also, we explore the use of
AM-softmax loss function in this challenge.

2. SYSTEM DESCRIPTION

This section describes the system we develope for the FFSVC
2020 challenge. Firstly, we introduce the data sets, data aug-
mentation and spectral feature used in model training. Sec-
ondly, we introduce our model ResNet[1][2][3][4] architec-
ture. Thirdly, we explore the use of AM-softmax(the Additive
Margin Softmax)[5] loss to improve the performance. Final-
ly, backend method, such as PLDA(Probabilistic Linear Dis-
criminant Analysis)[6][7]are described.

2.1. Training data

The training sets used in our experiments are AIshell[8][9],
HIMIA[10] and the data set that FFSVC 2020[11] provides.

The challenge officially provides a training set with 120 s-
peakers, and a development set with 35 speakers. The HIMIA
data set has 254 speakers in the training set and 42 speakers
in the development set. There are 405 speakers in total af-
ter excluding duplicates in two data sets. For the purpose of
increasing the amount and the diversity of the training da-
ta, all training data is augmented by using the freely avail-
able MUSAN[12] and RIRs datasets, creating four corrupted
copies of the original recordings with Kaldi recipe.

2.2. Feature

All training datasets are resampled to 16kHz and pre-emphasized
before feature extraction.64-dimensional MFB (Log Mel-

filter Bank Energies) from 25ms frames with 10ms overlop,
with frequency limits 0-8000Hz are used in this challenge.

2.3. Loss Function

We also explore AM-softmax loss in this challenge. Recent
studies have shown that AM-softmax loss has greatly im-
proved performance in the field of speaker verification[?]which
is formulated as:
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where s is a scale factor and m is the margin factor.

2.4. Backend

In this work, both CS(cosine similarity) and PLDA are used
for scoring.

3. RESULT

We conduct two training strategies, the first is to train a base
101-layer ResNet with AIshell data, then finetune with 405 s-
peakers, and the second is to train a 101-layer ResNet directly
with 405 speakers. The result shows that fine-tuning is better
than training directly.

3.1. Submitted result

In this section, we present the experimental results on dev
set, and the final result on the task1 and task3 set. Results
are reported in terms of the equal error rate (EER) as well as
minDCF. Table 1 summarizes the baseline results on the fine-
tuning and training directly. Table 2 shows that the submitted
result on task1 and task3 set.

Table 1. Train directly and fine-tuning

cosine similarity PLDA
system minDCF EER minDCF EER

dev Train directly 0.488 4.96 0.462 4.53
dev Finetune 0.435 4.66 0.425 4.47



Table 2. Submitted results on Task1 and Task3
system minDCF EER
Task1 0.576 5.41
Task3 0.626 6.88
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