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1. Introduction

This document is the description of Far-field Speaker Verifi-
cation Challenge (FFSVC) 2022. The success of FFSVC2020
[1] indicates that more and more researchers are paying atten-
tion to the far-field speaker verification task. In this year, the
challenge is still focus on the far-field speaker verification sce-
nario and provided a new far-field development and test set col-
lected by real speakers in complex environments with multiple
scenarios, e.g., text-dependent, text-independent, cross-channel
enroll/test, etc. In addition, in real scenario, speech data is not
alway labeled especially for far-field data, which is hard to ac-
curate labeled with close-talking pre-trained model. Therefore,
a new focus of this year is cross-language self-supervised/semi-
supervised learning, where participants are allowed to generate
the pseudo-label for the train/dev set without using speaker la-
bel of the FFSVC2020 dataset (in Mandarin) by close-talking
model trained by VoxCeleb1&2 (mostly in English) to fine-tune
the model.

In contrast to FFSVC2020 tasks, this challenge is focus on
the single-channel scenario, which means that both the enroll-
ment and test audio are single-channel data. In addition, consid-
ering the real application scenario, a list of trials in this year will
more challenge than FFSVC2020. The trial pairs will consid-
ering more hard cases, e.g. same gender, cross-domain, cross-
channel, cross-time, etc.

The FFSVC2022 is designed to boost the speaker verifica-
tion research with special focus on far-field scenario under noisy
conditions in real scenarios. The objectives of this challenge are
to: 1) benchmark the current speech verification technology un-
der this challenging condition, 2) promote the development of
new ideas and technologies in speaker verification, 3) provide
a real, hard, and exploring challenge to the community that ex-
hibits the far-field characteristics in real scenes.

The new official challenge website has been published
in https://ffsvc.github.io. The original FFSVC2020 website
(http://2020.ffsvc.org/) will still be accessible but may not be
updated in the future. The challenge resource and information
of FFSVC2020 has been moved to https://ffsvc.github.io/2020.
The latest news and challenge information will be update on the
new challenge website1. If you have any question, please email
to ffsvc.challenge@gmail.com and we will reply you as soon as
possible.

1https://ffsvc.github.io

2. Tasks Description
This year we focus on the far-field single-channel scenarios.
There are two tasks in this challenge; both tasks are to deter-
mine whether two speech samples are from the same speaker:

• Task 1. Fully supervised far-field speaker verifica-
tion.

• Task 2. Semi-supervised far-field speaker verifica-
tion.

Task 1 is the fully supervised far-field speaker verification
task that using limited large-scale close-talking databases and
FFSVC20 dataset.

Task 2 is the semi-supervised far-field speaker verifica-
tion task that participants are allowed to use limited large-
scale close-talking databases with speaker label and FFSVC20
dataset without speaker labels.

2.1. Trial case

The two tasks adopt the same trial file. In contrast to
FFSVC2020, we do not divide the task into two cases: text-
dependent and text-independent. However, we will set these
test cases in trial files. The final trial cases including but not
limited to

• Same gender. For negative pairs, most negative trial au-
dios are selected from same gender and only few cross-
gender trial pairs are provided.

• Cross-domain. Close-talking or far-field speech segment
is chosen as test audio, and enrollment data uses the
close-talking speech segment.

• Cross-channel. Telephone recorded audios are chosen as
enrollment data and tablet/telephone recorded audio are
chosen as test data.

• Cross-time. Since the recording process lasted one
month. Each speaker has three time visits and each visit
has 7-15 days time span. Therefore, enrollment and test
data are chosen from different visits data.

• Text-mismatch. The trial consists of the text-dependent
and text-independent trial pairs.

The final trials will consist of the combination of mentioned
above case. The participants are expected to explore more novel
and robustness systems.

https://ffsvc.github.io
http://2020.ffsvc.org/
https://ffsvc.github.io/2020/
ffsvc.challenge@gmail.com


2.2. Training data

We define the task 1&2 as fixed training conditions that the par-
ticipants can only use special training set to build a speaker veri-
fication system. The fixed training set consists of the following:

• VoxCeleb 1&2 [2, 3].

• FFSVC2020 dataset (Train and dev set) [1, 4].

• FFSVC2020 supplementary set.

In this challenge, we release a supplementary set of
FFSVC2020, which consists of the same devices data as
FFSVC2022.

For task 1, participants can only use VoxCeleb 1&2 dataset
and the train/dev/supplementary sets of FFSVC2020 dataset
with speaker labeled to train the model.

For task 2, in contrast to task1, participants cannot use
the speaker label of FFSVC2020 dataset. In this task, we
encourage the participants adopt the self-supervised or semi-
supervised methods to solve the problem of cross-domain un-
labeled data, e.g. identity pseudo-label using model pre-trained
on the VoxCeleb dataset.

Using any other speech data to the training system is forbid-
den, while participants are allowed to use the non-speech data
to do data augmentation. The self-supervised pre-trained mod-
els, such as Wav2Vec [5] and WavLM [6], cannot be used in
this challenge.

2.3. Development set

In this year, we publish new development and evaluation sets,
which recorded in the same period as FFSVC2020 dataset. A
small trials file and wav files with accurate speaker information
will be provided for participants as the development set. The
development data has the same data distribution as evaluation
data. However, the development set is only allowed to tune hy-
perparameters and test model performance. Any circumstances
of training development set is not allowed, eg. using develop-
ment set to train PLDA or speaker system.

2.4. Evaluation set

As mention before, the evaluation set is not completely out-
domain data. However, unlike the FFSVC2020 challenge, we
introduce new recorded devices and all trial pairs are single-
channel speech segments. Evaluation set consists of a large tri-
als file and anonymized audios.

3. Evaluation Protocol
3.1. Evaluation Metrics

In this challenge, we will use two metric to evaluate the system
performance. The primary metric we adopt is the Minimum
Detection Cost(mDCF). In addition, Equal Error Rate (EER)
will be provided to participant as auxiliary metrics.

The mDCF is based on the following detection cost func-
tion which is the same setting as used in the NIST 2010 SRE. It
is a weighted sum of miss and false alarm error probabilities in
the form:

Cdet = Cmiss×Pmiss×Ptar+Cfa×Pfa× (1−Ptar) (1)

We assume a prior target probability, Ptar of 0.01 and equal
costs between misses and false alarms. The model parameters
are 1.0 for both Cmiss and Cfa.

3.2. Leaderboard platform

This year we move challenge scoring platform to Codalab com-
petition platform. An online leaderboard for each task will
be provided and participants submit results up to 3 times per
day. There are total 30 times submisstion during the evaluation
phase. The leaderboard shows the performance of the systems
on the fully evaluation set. The challenge leaderboard platforms
are available at

• Task 1. https://codalab.lisn.upsaclay.fr/competitions/2167

• Task 2. https://codalab.lisn.upsaclay.fr/competitions/2166

4. Registration and Submission
4.1. Registration

Since the challenge will be held on the Codalab platform, please
create a Codalab account if you do not have one. We kindly re-
quest you to associate your account to an institutional e-mail.
The organizing committee reserves the right to revoke your par-
ticipant to the challenge otherwise, please read the evaluation
plan carefully. Make sure to set the name of your team in the
user’s profile, or it will not be visible on the leaderboard.

Participants can register in one or two tasks. If your team
participates in multiple tasks, we kindly request you to use the
same user account to participate in all tasks.

Please note that any deliberate attempts to bypass the sub-
mission limit (for instance, by creating multiple accounts and
using them to submit) will lead to automatic disqualification.

4.2. Submission

4.2.1. Score submission

Participants are required to submit at least one valid score file
for each participating task to the Codalab platform. The score
files must be named as scores.txt. The score files should be
in UTF-8 format with one line per trial. Participants must zip
the scores.txt file and submit the zipped archive on the Codalab
platform. We will provided a sample in the challenge website.

4.2.2. System description submission

Each registered team is required to submit a technical system
description report before the end of the challenge. Please sub-
mit this report using the Interspeech 2022 paper template. All
reports must be a minimum of 2 pages (including references).
Reports must be written in English. The system description
does not need to repeat the content of the evaluation plan, such
as the introduction of database, evaluation metric, etc. The sys-
tem description must include the following items:

• A complete description of the system components, in-
cluding front-end (e.g., speech activity detection, fea-
tures, normalization, front-end speech enhancement) and
back-end (e.g., background models, i-vector/embedding
extractor, Probabilistic Linear Discriminant Analysis
(PLDA), speaker features fusion) modules along with
their configurations (i.e., filterbank configuration, di-
mensionality and type of the acoustic feature parame-
ters, as well as the acoustic model and the backend model
configurations).

• A complete description of the data partitions used to train
the various models.

• Performance of the submission systems on the develop-
ment dataset and the evaluation dataset (calculated by the

https://codalab.lisn.upsaclay.fr/competitions/2167
https://codalab.lisn.upsaclay.fr/competitions/2166


Codalab platform). Teams are encouraged to quantify
the contribution of their major system components that
they believe resulted in significant performance gains.2

• Novel ideas, strategies and methods are strongly recom-
mended to be shared.

• A report of the model size, usage of GPUs or CPUs.

The reports should be sent to us as a link to arXiv document,
or as a PDF file. In both cases, we will place links to the reports
from the challenge website. The report may be used to form all
or part of a submission to another conference or workshop. We
recommend that you send the report as a link to arXiv document
if you intend to do this. The links and PDF files should be sent
to ffsvc.challenge@gmail.com.

4.2.3. Paper submission

The organizing committee highly encourages the participating
teams to submit a paper to the FFSVC2022 workshop, the IN-
TERSPEECH 2022 satellite workshop. However, paper contri-
butions within the scope are also welcome if the authors do not
intend to participate in the Challenge itself. In any case, please
submit your paper using the standard style info and respecting
length limits. The workshop application has been approved by
Interspeech 2022 and ISCA, proceedings with the papers pre-
sented at the workshop is available from the ISCA archive.

5. Schedule
• April 15th, 2022 : Releasing the FFSVC 2022 evaluation

plan and starting the registration.

• April 20th, 2022 : Opening the submission system; re-
leasing supplementary/dev/eval sets.

• July 3th, 2022 : Deadline for registration.

• July 10th, 2022 : Deadline for results submission.

• July 15th, 2022 : Deadline for system description sub-
mission

• July 24th, 2022 : Deadline for workshop paper submis-
sion

• Aug 20th, 2022 : Workshop paper acceptance notifica-
tion

• Sep 17th, 2022 : Interspeech 2022 Satellite Workshop
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